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(A)John Locke ; (B)Plato ; (C) René Descartes ; (D)Thomas Hobbes : (E) Augustine °
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(A)John Locke ; (B)Plato ; (C) René Descartes ; (D)Thomas Hobbes : (E) Augustine °
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— - Elizabeth Harman, “The Moral Significance of Animal Pain and Animal Death”

I am interested in the claim that we have a certain kind of strong reason against animal cruelty. As will
emerge, I take our reasons against animal cruelty to be strong in several ways. One way they are strong
is the following: if an action would cause significant suffering to an animal, then that action is pro tanto
wrong; that is, the action is wrong unless justified by other considerations. Such a view of animal
cruelty is part of a more general non-consequentialist view on which there is a moral asymmetry
between causing harm and causing positive benefit: our reasons against harming are stronger and of a
different type than our reasons in favor of benefiting (and our reasons against preventing benefits).

[ will argue that the Surprising Claim is false.
The Surprising Claim:

(a) we have strong reasons not to cause intense pain to animals: the fact that an action would cause
intense pain to an animal makes the action wrong unless it is justified by other considerations; and

(b) we do not have strong reasons not to kill animals: it is not the case that killing an animal is
wrong unless it is justified by other considerations.

Consider part (a) of the Surprising Claim. If (a) is true, what explains its truth? It seems that it must be
true because animals have moral status, and because any action that significantly harms something with
moral status is impermissible unless justified by other considerations.

Here is an argument that the Surprising Claim is false:

1. If it is true that we have strong moral reasons against causing intense pain to animals, such that
doing so is impermissible unless justified by other considerations, then part of the explanation of
this truth is that animals have moral status.

2. If it is true that we have strong moral reasons against causing intense pain to animals, such that
doing so is impermissible unless justified by other considerations, then part of the explanation of
this truth is that significantly harming something with moral status is impermissible unless
justified by other considerations.

3. If an action painlessly kills a healthy animal in the prime of life, then that action significantly
harms the animal.
4. If it is true that we have strong moral reasons against causing intense pain to animals, such that

doing so is impermissible unless justified by other considerations, then painlessly killing a healthy
animal in the prime of life is impermissible unless justified by other considerations.

5. Therefore, the Surprising Claim is false.
21. s F 9F— 18 AR 4E % 435 4) 2% “the action is pro tanto wrong” &4 £ {3884 7
(A)it is wrong all things considered ; (B)it is sometimes wrong : (C)it is wrong when other
considerations are included ; (D)it is wrong by any means ; (E)it is wrong when there is no
overriding reason °
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= ~ Timothy Williamson, “Knowledge and Belief”

The most striking difference between knowledge and belief is that although there is false belief, there
cannot be false knowledge. People once believed that the earth was flat. They believed falsely, because
the earth was not flat. They did not know that the earth was flat, because knowing that the earth was
flat would have required the earth to be flat. They believed that they knew that the earth was flat, but
that was another of their false beliefs.

The upshot so far is that knowledge implies true belief. But true belief does not imply knowledge. If
Larry believes that the name of the capital of California starts with “S,” he believes truly, since the
capital is Sacramento. But if that belief rests only on his irrational belief that the capital is San
Francisco, Larry does not know that the name of the capital begins with “S.” Similarly, although either
John or Mary has a true belief as to whether there is life on other planets, perhaps neither of them
knows whether there is life on other planets, because neither of them has sufficient evidence for their

belief.

Many philosophers have reacted to such examples by asking: What must be added to true belief to get
knowledge? At one time a popular answer was justification, in the sense of blameless belief. The idea
was that Larry’s true belief that the name of the capital begins with “S” does not amount to knowledge
because he deserves blame for irrationally believing that the name of the capital begins with “S”; his
belief, although it happens to be true, is not justified. However, we can imagine a slightly different
story, in which Barry is the victim of a massive hoax, so that he has strong misleading evidence that
San Francisco is the capital. For example, that is what his high school teacher tells the class, everyone
whom he asks confirms that it is, his classmates hack into his computer so that he cannot access
websites that say differently, and so on. Barry’s beliefs that San Francisco is the capital and that the
name of the capital begins with “S” are blameless, and in that sense justified. Thus Barry has a justified
true belief that the name of the capital begins with “S,” but he still does not know that the name of the
capital begins with “S.” For he does not know that San Francisco is the capital, because that is false,
and beliefs based on ignorance do not constitute knowledge. In his famous article “Is Justified True
Belief Knowledge?” [the author] used such examples to make just this point, that justified true belief is
not always knowledge.
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(A)true belief ; (B)justified true belief ; (C)justified and rational true belief ; (D)justified, rational,
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= -~ John Searle, “Can Computer Think?”

The prevailing view in philosophy, psychology, and artificial intelligence is one which emphasizes the
analogies between the functioning of the human brain and the functioning of digital computers.
According to the most extreme version of this view, the brain is just a digital computer and the mind is
just a computer program. One could summarize this view—I call it “strong artificial intelligence,” or
“strong AI”—by saying that the mind is to the brain, as the program is to the computer hardware. ..

It is essential to our conception of a digital computer that its operations can be specified purely
formally; that is, we specify the steps in the operation of the computer in terms of abstract symbols—
sequences of zeroes and ones printed on a tape, for example. A typical computer “rule” will determine
that when a machine is in a certain state and it has a certain symbol on its tape, then it will perform a
certain operation such as erasing the symbol or printing another symbol and then enter another state
such as moving the tape one square to the left. But the symbols have no meaning; they have no
semantic content; they are not about anything. They have to be specified purely in terms of their formal
or syntactical structure. The zeroes and ones, for example, are just numerals; they don’t even stand for
numbers. Indeed, it is this feature of digital computers that makes them so powerful. One and the same
type of hardware, if it is appropriately designed, can be used to run an indefinite range of different
programs. And one and the same program can be run on an indefinite range of different types of
hardwares.

But this feature of programs, that they are defined purely formally or syntactically, is fatal to the view
that mental processes and program processes are identical. And the reason can be stated quite simply.
There is more to having a mind than having formal or syntactical processes. Our internal mental states,
by definition, have certain sorts of contents. If I am thinking about Kansas City or wishing that I had a
cold beer to drink or wondering if there will be a fall in interest rates, in each case my mental state has
a certain mental content in addition to whatever formal features it might have. That is, even if my
thoughts occur to me in strings of symbols, there must be more to the thought than the abstract strings,
because strings by themselves can’t have any meaning. If my thoughts are to be about anything, then
the strings must have a meaning which makes the thoughts about those things. In a word, the mind has
more than a syntax, it has a semantics . The reason that no computer program can ever be a mind is
simply that a computer program is only syntactical, and minds are more than syntactical. Minds are
semantical, in the sense that they have more than a formal structure, they have a content.
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m ~ Onora O’Neill, “The Moral Perplexities of Famine and World Hunger”

The second moral theory whose scope and determinacy in dealing with famine problems I shall
consider was developed by the German philosopher Immanuel Kant (5 4%). Kant does not try to
generate a set of precise rules defining human obligations in all possible circumstances; instead, he
attempts to provide a set of principles of obligation that can be used as the starting points for moral
reasoning in actual contexts of action. The primary focus of Kantian ethics is, then, on action rather
than results, as in utilitarian (3 3 %) thinking. To know what sort of action is required (or forbidden)
in which circumstances, we should not look just at the expected results of action but, in the first
instance, at the nature of the proposed actions themselves.

The famous Categorical Imperative (£ & 4 ) plays the same role in Kantian thinking that the
Greatest Happiness Principle plays in utilitarian thought. One formulation of the Categorical
Imperative is The Formula of the End in Ttself: “Act in such a way that you always treat humanity,
whether in your own person or in the person of any other, never simply as a means but always at the
same time as an end.”

We use others as mere means if what we do reflects some maxim to which they could not in principle
consent. Kant does not suggest that there is anything wrong about using someone as a means. Evidently
every cooperative scheme of action does this. In such examples each party to the transaction can and
does consent to take part in that transaction. Kant would say that the parties to such transactions use
one another but do not use one another as mere means. Each party assumes that the other has its own
maxims of action and is not just a thing or prop to be used or manipulated.

But there are other cases where one party to an arrangement or transaction not only uses the other but
does so in ways that could only be done on the basis of a fundamental principle or maxim to which the
other could not in principle consent. If a false promise is given, the party that accepts the promise is not
just used but used as a mere means, because it is impossible for consent to be given to the fundamental
principle or project of deception that must guide every false promise, whatever its surface character.
Another standard way of using others as mere means is by coercing them. Coercers, like decetvers,
standardly don’t give others the possibility of dissenting from what they propose to do.
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