2004/6/13 (12 problems, total 100 points)

o~ not; e and; v or (inclusive or); o if... then ...;
= ... ifandonlyif ...; (x) for al x; (3x) there exists x. Also you
may use —, A, =, <>,V, 3
. Seepage?2.
() (8 points each)

The universeisthe set of al humans.

® SX) ="“xisastudent,”

F(x) = “x is afaculty member,”

A(X, y) = “x has asked y a question,”

Lee = “Professor Lee,”

Wang = “Professor Wang.”
(1) Atleast one student has never been asked a question by any faculty member.
(2) No student has ever asked Professor Wang a question.
(3) Every student has either asked Professor Lee a question or been asked a question
by Professor Lee.
(4) Only those students who has asked Professor Wang a question has been asked
aquestion by Professor Lee.
(5) Thereisafaculty member who has asked every other faculty member a
guestion.

(1) (Replacing function symbols by relation symbolsin relational predicate logic)

Consider the formula S(x, w, (X)), where Sis a 3-ary relation symbol and f isa unary
function symbol. Sincein relationa predicate logic the function symbol f is not allowed,
we are going to use a binary relation symbol Rto replacetheroleof f.We define that
R(x, y) for y = f(X) (here x, y are variables). Since there are two constraints for the
function f: (i) for any x, there exists ay such that y and x have thisrelation (i.e. y isthe
output of x through f); (ii) such y isunique.

(6) Convert (x, w, f(x)) into aformulawithout f by replacing it viaR. (This
tranglation needs to express both the existence and uniqueness of y. )(12 points)

(1 Prove the invalidity of the following argument by constructing a
counterexample. (10 points)

(7) 1. 0)(3y) Axy I (3y)(x) Axy
(Warning: Examples from daily life may be problematic. A mathematical oneis
preferable.)
(V) Prove the following arguments. (You may use the systems given below or

some similar system. However, semantic tableau system isless preferred and it may
cause losing points (though to write a tableau proof is better than to write nothing.)
8 (X)(Qxe~Qx)/ (x)~Px (20 points)

(9 (@AXRxv (@FX)SX/ (@x)(Rx v SX) (20 points)

V) (6 points each)




What follows is part of the proof of Lindenbaum’s theorem: If X is consistent, then

there isamaximal consistent extension of X. (Recall that “% is consistent” means that

one can not derive a contradiction from X by the proof system of first order logic.)
The proof is done as follows: First we enumerate all sentencesin alist,

sy, S, S1, &2, S3, ---» Shy ... @Nd then define

Ao =Z, forevery n> 0, Aps1 ISAU{ Sp}if itisconsistent; else  An+1 IS An.

(10) Provethat for any n, if A,isconsistent, then so is Ap+1.

(11) Provethat Anis consistent for every n > 0.

(12) Provethat the union set of all A, (that is, Ao UA1UA UAsU ...UARU ...) ISalSO

consistent.

: 1. Most formal proof systems (Natural Deduction System,
Gentzen’'s Sequent Calculus, the first system given below (or other similar systems),
the second system given below (or other similar systems)) are acceptable, but using
semantic tableau system or other soundness-completeness unrecognizable proof
systems may cause losing points (due to the undecidability of first order logic validity
(Church's theorem)).
2. You are responsible for the correct way of using any of those systems or recalling
meta-logical results (while not prohibited) in them. That is, if you invalidly apply
some inference rules (violating their constraints—though the constraints are not
described below), it may cause losing points.
3. 1tis OK to use different proof systemsto solve different problems. Within a
problem, if one uses more than one system, it is subject to the grader’s judgment.

You may use:

System |: This proof system contains implicational rules 1-8, equivalence rules 9-18,
Conditional Proof (CP), Indirect Proof (IP), and 5 rulesin predicate logic: one
equivalence rule Quantifier Negation (QN), and 4 implicational rules: Universal
Instantiation (Ul), Existential Instantiation (El), Universal Generalization (UG),
Existential Generalization (EG). (You are supposed to know the rules and their
constraints if you use them.)
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(p=0g):[(peq) v (~ pe~0q)

System I1: (Due to the offering of graduate logic coursein CCU...)
Sentential axioms:
(Al) a -(B -a)
(A)[a -(B -y )l-[(a =B )-(a -y )]
(A3) (=B —» -0 )—>(a =)
Quantifier axioms:
(B1) vx(a -B) - (o -VxB)
where x isnot afreevariableof o .
(B2) (vx a (X)) -a ()
where theterm t is free (or substitutable) for x ina ().
Equality axioms. X,y arevariables, t(...)isanyterm, a isany atomicformula, i
isany integer such that 1<i<n.
(C) x=x
(C2) x=y— (t(v,...V XV, ...v,) =t(V, ...V, W, ;...V,))
(C3) x=y—-(a(vy...V 1 Xv,,;...V,) & a(V,...V, W, ...V,))
Two inference rules
(MP) a and a -B infers 3.
(Gen) a infersVvxa .
(And for fairness, you are allowed to use Deduction Theorem while using this system.
You are supposed to know the rules and their constraintsif you apply them.)




